Performance Measurement and Queueing Analysis at Medium-High Blocking Probability of Parallel Connection Servers with Identical Service Rates
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Abstract: - In this paper we propose a performance measurement and queueing analysis for medium-high blocking probability where the service rate is less than equal to the arrival rate of parallel connection servers, and for which we can estimate the system response time. First, we calculate the system response time of the parallel network. Second, we simulate the queueing model of the parallel network and calculate the system response time. Third, we measure the system response time by using different numbers of ASP multiplication loops to represent the different service rates of the parallel network. Fourth, we take 30,000 data for imitation as the foundation and use linear regression to compare the measurements of both the system response time and the search service rates of the actual system under different service load conditions. Fifth, we compare the system response time of a single server with up to ten parallel connection servers and compute the discrepancy in their efficiency.
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1 Introduction

When the network structure is more and more complicated and Web service loads become bigger and bigger, this overall result generates a high blocking probability of the Web service and lengthens the system response time, with unacceptable results. In the designs of server architecture many improved methods have been put forth, as stated in the following examples. Upgrading the equipment using a multiple connection method increases the service rate by making use of a load balance mechanism in order to strengthen the Web service capability [1]. A Gigabit Ethernet between the network interface controller and the corresponding CPU raises the network flow and reduces the network transmission time [2]. Also, the use of a preemption mode improves the utilization of the network and handles the high priority class information in advance, then the low priority class makes use of the blank in the idle period of flow, thus reducing the whole blocking probability of the network [3].

From the aspect of a high blocking probability, a four-band mixture (FWM) of the wavelength partition multi-task network is selected to assign the small path first (SASPF) algorithm to select the path according to the design parameter Vm and to name a wavelength. If the Vm value is too low, there may arise a high blocking probability. If the Vm value is obviously too high, this will influence the FWM network performance [4]. Traffic Engineering uses a mixture of the short-holding-time queue of high blocking probability and the general blocked-calls-cleared queue of low blocking to control the latency time. The short-holding-time queue serves to improve the flow rate and to reduce the blocking probability of the cell phone and the allocation system [5, 6].

As for the service rate, the Code Division Multiple Access (CDMA) wireless network provides the closed form algorithm which controls the capacity, solves the problem with the reversal links for the capacity and generates a fairer allocation [7].

To predict the performance and efficiency of the network, the SHRiNK method is used to input the flow into the system that, according to the system parameters, is immediately extrapolated from the computing system [8]. The SNMP-based network is based on a measurement of the performance of the telecommunication domain [9].

This paper uses a parallel method to improve the service rate and to reduce the problem of a high blocking probability, and, by making use of an
experiment result, predicts the performance and efficiency of the network.

The server architecture can be enhanced by a multi-layer serial-parallel connection. This method analyzes the error margin of the system response time between the parallel queue and the physical measurement of the server system [10, 11]. We aim at a parallel queue to imitate the system response time of both the Web requests and the measurement and compare the error margin between the measurement and the analysis.

A single server measures the quality of service (QoS) of the response time, which can be divided into three kinds: Less than 0.1s, a low blocking probability, from 0.1-10s, a medium blocking probability, and greater than 10s, a high blocking probability [12].

As for the network system response times, their factors of influence which induce sorting are as follows [13]:

Network system response time = Network Time + Web Site Time + Time of DNS + Web Page Size + multifarious degrees of click.

Network Time = Node Latency + Transmission Time.

Web Site Time = Queuing Time + Service Time.

Service Time = CPU performance + performance of disk driver + network processing performance.

As far as the network transmission time is a result of the characteristics of the wire material and other equipment of the network, it doesn’t fall within the range of this paper. Here we only study the handling time of the Website service time of the server and the handling time required by a packet waiting in a buffer. In order to identify a queue network theory, we use the number of times of the ASP multiplication loop and change as the CPU service rate. When the multiplication loop increases, the CPU transaction time also increases, therefore the service rate of a server can be adjusted.

The organization of this paper is as follows: In Section 2 we turn the server system of the parallel network into a queue model. In Section 3 we use as a tool the queue network simulation. The simulation of the single queue uses the result both for the 1-400 requests/sec in the service rate and for the arrival rate, which is the foundation of the linear regression algorithm identification. In Section 4 we physically configure 2-10 parallel connection servers of identical service rates. We run the linear regression algorithm to analyze the performance. In Section 5 we draw our conclusions according to the results of the experiment.

## 2 The Queueing Model for the Parallel Connection Servers

In the parallel connection servers we create one physical 1-10 stage server computer network environment and use an algorithm simplification to obtain a single equivalent network model. We use the network software simulation system response time gained by the equivalent model for the measurement. System definition and model parameter are shown in Table 1. The unit of measurement here is msec.

![Table 1 System definition and model parameters](image)

We use the idea of a parallel equivalent electric circuit as our analytical foundation and verify the performance by measuring, and we use approximate equations for the multiple stages of the parallel network. At the beginning we use queueing networks and Markov Chains [14] to analyze parallel networks with the following assumptions.

- All requests are first in first out first in the system.
- The total of the requests in the system is unlimited.
- The request can leave the system from another node.
- All service times are exponentially distributed.

![Fig. 1 Equivalent model of parallel connection servers](image)

If a customer demands a packet, we set the arrival rate \( \lambda \). As the packet arrives at the server set, it
is assigned into each parallel node one after another. Because there is no need to detect the network status or operation, the assigning time is so short that we can neglect it. In Fig. 1 the packet, after getting into the node, will have one small segment of waiting time in the buffer, and then it is handled by the processor before it leaves the queue node.

To reduce the complexity of the measurement we install the measurement tool for the same hardware platform. Using 10 identical servers in the actual measurement, we link them to a hub of 16 ports which provides parallel connection of 1-10 servers. For the arrival rate we use the server and the WebStress Tool to test the software simulation. The parallel servers act as the cluster server. The parallel server has the same hardware platform, so we get the same service rate, $\mu_1 = \mu_2 = \ldots = \mu_n$, and the same arrival rate, $\lambda_1 = \lambda_2 = \ldots = \lambda_n$. When the parameters have been identified, this raises the accuracy of measurement and reduces the degree of complication.

3 The Simulation of the Linear Regression Algorithm

To analyze the error margin of a parallel network we have to check the accuracy of the previous equivalent equation. After modeling we make use of the software network simulation tool to support us during the simulation stage. For our simulation we use the Queuing Network Analysis Tool (QNAT) [15]; it can have a closed or open queuing network by simulation. With the single queue simulation as foundation, the service rate ranges from 1-300 requests/sec, while the arrival rate ranges from 1-100 requests/sec. This simulation result is the main basis of comparison for the service rate. We use the WebServer Stress Tool [12] to measure the system response time of a single server and of parallel connection servers and obtain the data of measurement according to the linear regression of the simulation data to calculate the service rate of the parallel connection servers. From the comparison we gain the service rate, which has a minimum error margin [16].

4 The Performance Measurement of the Parallel Connection Servers

To verify the system performance of the parallel connection model of a real network we use a local area network as the measuring environment. We represent the parallel connection servers by the queue model that is divided into ten measurement stages. We use the WebServer Stress Tool measurement software to obtain the Milt-node parallel service rate of the ASP network. The service time is made up of the system response time of the parallel connection servers. We set up the Server1 IP address as 192.168.0.101 and so up to the Server10 IP address as 192.168.0.110.

The client port requests the network to run a Web page service. We can neglect Web page access time and only look at the parallel connection server performance, so the Web page provides just simple data in mathematical operation. The first stage of the measurement is for the single server, and then the second stage increases with the number of parallel connection servers as Fig. 2 shows.

In the actual measurement, in order to both adjust the service rate and transfer the simulation data of the server, we use the ASP Web page execution multiplication loop. The ASP Web page controls the service time of the server CPU through the execution multiplication loop. The multiplication loop has 1, 10, 20 K, ..., 190 K, 200 K, 300 K, ..., 900 K, 1 M times and both calculates and compares the system response time for every case.

4.1 The Measurement Results of the Linear Regression Algorithm

To get the equivalent service rate of the server we compare the simulation result with the measurement result, by utilizing the linear regression method of the least square error margin value. We extract the parameter according to the steps shown in Fig. 2. By comparing the results of the measurement data and the simulation of the single queue data we obtain the minimum error margin after running linear regression [11]. By using Fig. 2 steps 1-5 with 1-10 sets of system response times of parallel connection servers we obtain the results in Fig. 3. The service rate of the parallel connection servers is at the lowest point in the diagram.

For the result of the linear regression's least square method, Fig. 3 shows in the y-axis the system response time by logarithms. It also shows that ASP=1 multiplication loop, and that the linear regression gets the value of the equivalent service rate of a single server for the 232 requests/sec and for two parallel connection servers for 225 requests/sec. According to the same procedure we find the service rate for ten parallel connection servers to be 232, 232, 226, 226, 228, 220, 222, 236 and 236 requests/sec. We check the result of the single queue simulation against a system arrival rate and find that it is 61 requests/sec in the equivalent arrival rate of the single
server. In the same way we find that for two parallel connection servers it is 53 requests/sec, until for ten parallel connection servers it is 62, 61, 58, 59, 58, 58, 61 and 61 requests/sec. Having obtained the service and arrival rates from the linear regression, we use the formula \( \rho = \frac{\lambda}{\mu} \) and find the utilization rate to be 0.24-0.27. The formula \( E_{n_r}(T) = \frac{1}{\mu_n - \lambda_n} E_r \) under \( \mu >> \lambda \) in computing both the system response time and the actual system response time results in an error margin of 8.18%.

Fig. 2 The flowchart of the analysis program.

4.2 The Performance Measurement of 1-10 Stage Parallel Connection Servers

Of the measurement results below, an ASP multiplication loop of 30K with a system response time of 0.1 sec is a Light Loading, a loop of 40K-160K with a system response time of 0.1-10secs is a Middle Loading, and a loop above 160 K with a system response time of 10 secs is a Heavy Loading. The parallel connection server system response time changes in three regions.

Fig. 3 Error of the \( \mu \) to the system response time of 1 loops

With a Middle Loading the parallel connection reduces the system response time by up to four times. If the number of parallel connections increases, the system response time can be reduced to \( 1/2n \) - \( 1/n^2 \). With a Heavy Loading the system response time is decreased by about \( 1/n \) of a single server.

Fig. 4 shows all measurement data, the system response time uses the \( Y \) axis logarithm to express the characteristics of the response time. In Fig. 4, by utilizing a Light Loading, the parallel connection can’t reduce the system response time by much. With a Middle Loading the parallel connection reduces the system response time by up to four times. If the number of parallel connections increases, the system response time can be reduced to \( 1/2n \) - \( 1/n^2 \). With a Heavy Loading the system response time is decreased by about \( 1/n \) of a single server.

Fig. 4 The system response time is in various regions of the service rates

The key factors that influence the system response time in queue theory are: arrival distribution with the arrival rate \( \lambda \), service distribution with the service rate \( \mu \) and the buffer size. When a packet arrives, it stays in buffer and waits for a server. The system response time comprises the waiting time and the service time of the buffer.

With a Light Loading the system response time tends to be near the service time, and if there is no packet waiting in the buffer, no matter how many parallel servers there are available, the system response time varies little. This response time is comprised of the network access time and the DNS time. We use the following equation.

Light Loading. \( \mu >> \lambda \), customer waiting time less than 0.1 sec.

System response time \( E_r = \frac{1}{\mu_n - \lambda_n} \).

System response time of parallel connections

\[
E_{n_r}(T) = P_1 E_1(T) + P_2 E_2(T) + \ldots + P_n E_n(T)
\]

(1)

With a Middle Loading a large number of packets is waiting in the buffer but is unlikely to fill it up. Therefore by adding a server we increase the service rate by \( n \) times and reduce the number of packets in the buffer by \( 1/n \) times. Thus we reduce the system response time by \( 1/n^2 \) times. When the number of parallel connection servers increases, the
number of packets in the buffer is reduced by 1/2, 2/3, 3/4 … , the least of these packets being 1/2 B, and the system response time is gradually reduced from a Middle Loading to a Light Loading. It no longer has the 1/n² efficiency. Our equation is explained as follows.

Middle Loading, \( \mu = \lambda \), packet waiting time is

\[ E_{\text{r}} = \frac{B}{2\mu} \]

If the parallel connection is n, \( \mu_1 = \mu_2 = ... = \mu_n \)

\( B_1 = B_2 = ... = B_n \)

Buffer size for single server is 1.

Service rate \( \mu_{\text{eq}} = n\mu \), if the buffer was not filled up, so \( B_{\text{eq}} = \frac{1}{n}B_1+\frac{1}{n-1}B_2+...+\frac{1}{n+1}B_n \)

System response time just before a Middle Loading is

\[ E_{\text{eq}}(T) = \frac{B_{\text{eq}}}{2n\mu} = \frac{B}{2n\mu} = \frac{B}{2\mu} = \frac{1}{n}E_{\text{r}}, \] (2)

After a Middle Loading

\[ E_{\text{eq}}(T) = \frac{B_{\text{eq}}}{2n\mu} = \frac{1}{2n\mu} = \frac{B}{2n\mu} = \frac{1}{n}E_{\text{r}}, \] (3)

Without a Heavy Loading, if the parallel connection number is n, the service rate increases n times, if the buffer is full. Therefore the total time is reduced by only 1/n times. Our equation is as follows.

Heavy Loading, \( \mu << \lambda \), customer waiting time greater than 10 secs. \( E_{\text{r}} = \frac{B}{\mu} \)

If the parallel connection number is n, \( \mu_1 = \mu_2 = ... = \mu_n \)

\( B_1 = B_2 = ... = B_n \)

Service rate \( \mu_{\text{eq}} = n\mu \), but the buffer is still full, so \( B_{\text{eq}} = B_0 \).

The system response time of a Heavy Loading is

\[ E_{\text{eq}}(T) = \frac{B_{\text{eq}}}{\mu_{\text{eq}}} = \frac{B}{n\mu} = \frac{1}{n}E_{\text{r}}, \] (4)

In addition to Light Loading, Middle Loading and Heavy Loading, the system response time of the best efficiency is shown in Fig. 5. The ratio of the system response time is \( \frac{E_{\text{eq}}(T)}{E_{\text{eq}}(T)} \) of the servers. In the diagram, with ten parallel connection servers, ASP=180K reduces the system response time by 27.8 times. With a Heavy Loading, ASP=1M, the highest, the system response time is only reduced by 10 times, and with a Light Loading, ASP=40K, the system response time is reduced by only 1.5 times.

If every server has the same service rate, then two parallel servers have the best performance. Fig. 6 shows the ratio of the system response time, \( \frac{E_{\text{eq}}(T)}{E_{\text{eq}}(T)} \).

In this diagram, at ASP=60K the system response times with parallel connection servers are 6.46 times that of a single server. If we compare the parallel performance of two and three parallel connection servers, ASP=100K is the highest, 2.74 times, and the lowest, of five and six parallel servers is ASP=20K, only 0.89 times. Ten parallel connection servers result in an average of about 1.4 times.

5 Conclusion

When we want to reduce the system response time, parallel connection servers can be useful with a Middle Loading and a Heavy Loading. In Fig. 4, with a Light Loading and a system response time of 100 ms, the parallel connection servers can’t reduce the system response time by very much. But with a Middle Loading, where the system response time is 100 ms to 10 secs, the parallel connection servers significantly reduce it up to the 1/n². If the number of parallel connection servers increases with a Middle Loading, and the buffer is full, this will not present a linear decrease, because the service rate still can’t empty the buffer, and the system response time inclines to \( n(n+1) \) by \( 1/n² \). We therefore can’t
immediately change to a Light Loading, because the efficiency of the system response time gradually declines to $1/2n$. With a Heavy Loading the system response time is higher than 10 secs, and the parallel connection servers just present the inverse ratio of $1/n$. Also, in Fig. 5, with two parallel servers, the efficiency of the system response time is the highest based on a balance sharing.

With a Middle Loading and a Heavy Loading the parallel queue improves the system response time, but with a Light Loading it doesn’t. As we acquire an understanding of the many characteristics of parallel connection servers, we will in the future investigate more complicated connection servers to predict the characteristics of their system response times.
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